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If you want video how about – this -  more Power BI than Big Data though
https://microsoft.sharepoint.com/sites/academy/media/AEVD-3-76146 
 opening comments (i.e., welcome…)

Virginia Tech - https://microsoft.sharepoint.com/sites/academy/media/AEVD-3-68594
Using Big Data techniques to analyze DNA genome sequences and help find cures for cancer
http://www.microsoft.com/casestudies/Microsoft-Azure/Virginia-Polytechnic-Institute-and-State-University/University-Transforms-Life-Sciences-Research-with-Big-Data-Solution-in-the-Cloud/710000003381 
 
Carnegie Mellon - https://customers.microsoft.com/Pages/CustomerStory.aspx?recid=8576 – using Big Data and Machine Learning to improve building energy costs
 
Leeds Teaching Hospital
http://www.microsoft.com/casestudies/Microsoft-Azure/Leeds-Teaching-Hospital/Big-Data-Solution-Transforms-Healthcare-with-Faster-Access-to-Information/710000003776
 



1854 London data map 
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Presentation Notes
Key goal of slide: Take the audience on a journey – land the historical story about one of the first data visualization efforts.
 
Slide talk track:
John Snow was a local up-and-coming physician who had a view that cholera was not an airborne disease, which was the prevalent view at the time, but he hypothesized that it was actually a waterborne disease.  He proposed that It was distributed by contaminated water
So in 1854, there was a sudden and serious epidemic outbreak of cholera in London’s Soho, he took it upon himself to find and collect data and London map – mapping the deaths and the location of each to get a sense for what the patterns were in the data.
CLICK 1-- you can see them here in the orange circle as tiny bar graphs 
CLICK 2 -- Looking at the data in this format, it became clear that more cases were clustered around a water pump on what was Broad Street.  So, John Snow felt his hypothesis was probably correct – the cause was the water at that pump.  
CLICK 3 - But the visual map of the data also showed victims closer to other pumps. And there was an anomaly introduced from the local brewery near the Broad Street pump.  None of the workers there were sick.  All this Noisy Data put John Snow’s hypothesis at risk – called it into question  
CLICK 4 -- Enter our second character in this story, Reverend Henry Whitehead. He had information about the comings and goings of people at the Broad Street pump because the church was nearby and he knew kind of what the patterns were of people who were coming and going.  He gave John a couple of key pieces of important information.  Reverend Whitehead told Dr. Snow that the people living in those outer areas actually got their water from the Broad street pump after walking their children to school near Broad Street.  
Whitehead also told him that the nearby brewery not only had its own water source, but also that its workers were likely drinking their daily allotment of beer – not the water, anyway. 
So, armed with that information, he went back to local authorities and made the case that the Broad Street pump was indeed the cause.  They took the handle off the pump, and they were able to curtail the outbreak quite a bit.  
Turns out the water for the pump was polluted by sewage from a nearby cesspit.  
This story is significant because it also resulted in a fundamental change in the way people thought about sanitation and hygiene in a lot of cities moving forward.  
In 1854, it took 10 days, and all totaled 616 people died -- but they saved thousands from the same fate.
What snow did wasn’t just produce a map – using a universally true data science process --- he transformed raw data into insight and action. 
---------------------------------------------------
Source - MAP:
Published by C.F. Cheffins, Lith, Southhampton Buildings, London, England, 1854 in Snow, John. On the Mode of
Communication of Cholera, 2nd Ed, John Churchill, New Burlington Street, London, England, 1855.
Public domain
http://en.wikipedia.org/wiki/File:Snow-cholera-map-1.jpg
 
Source – Image Rev Henry Whitehead
Public domain - Photograph by Scott and Sons, Carlisle in Rawnsley, H.D., Henry Whitehead, 1825-1896: A Memorial
Sketch, James MacLehose and Sons, Glasgow, 1898
http://en.wikipedia.org/wiki/File:Whitehead_henry1884.jpg
 
Source – Image John Snow
Public domain - http://en.wikipedia.org/wiki/File:John_Snow.jpg
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DNA sequencing analysis is a form of life sciences research that has the potential to lead to a wide range of medical and pharmaceutical breakthroughs. However, this type of analysis requires supercomputing resources and Big Data storage that many researchers lack. Working through a grant provided by the National Science Foundation in partnership with Microsoft, a team of computer scientists at Virginia Tech addressed this challenge by developing an on-demand, cloud-computing model using the Windows Azure HDInsight Service. By moving to an on-demand cloud computing model, researchers will now have easier, more cost-effective access to DNA sequencing tools and resources, which could lead to even faster, more exciting advancements in medical research.

Situation The Virginia Bioinformatics Institute and the Department of Computer Science at Virginia Tech began using a network of supercomputers to locate undetected genes in a massive genome database. This and related work by other institutions has the potential to lead to exciting medical breakthroughs, including new cancer therapies and antibiotics used to combat the emergence of drug-resistant bugs.��However, as the size of genome databases grows, so has the challenge of analyzing them. And with the advent of next-generation sequencers (NGS), this growth has been exponential. “Of the estimated 2,000 DNA sequencers worldwide, they are generating 15 petabytes of genome data every year,” explains Wu Feng, Professor of Computer Science at Virginia Tech. Many life sciences institutions simply do not have access to the computational and storage resources required to work with data sets of this size. In other words, says Feng, “We’re generating data faster than we can analyze it.”�
Provides Significant Cost Savings 
Supports Collaborative Analysis Anytime, Anywhere



Wu Feng 

Professor of Computer Science 

Virginia Tech 

“Windows Azure is 
enabling us to keep up 
with the data deluge in the 
DNA sequencing space. 
We’re not only analyzing 
data faster, but analyzing it 
more intelligently.” 
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Presentation Notes
DNA sequencing analysis is a form of life sciences research that has the potential to lead to a wide range of medical and pharmaceutical breakthroughs. However, this type of analysis requires supercomputing resources and Big Data storage that many researchers lack. Working through a grant provided by the National Science Foundation in partnership with Microsoft, a team of computer scientists at Virginia Tech addressed this challenge by developing an on-demand, cloud-computing model using the Windows Azure HDInsight Service. By moving to an on-demand cloud computing model, researchers will now have easier, more cost-effective access to DNA sequencing tools and resources, which could lead to even faster, more exciting advancements in medical research.

Situation The Virginia Bioinformatics Institute and the Department of Computer Science at Virginia Tech began using a network of supercomputers to locate undetected genes in a massive genome database. This and related work by other institutions has the potential to lead to exciting medical breakthroughs, including new cancer therapies and antibiotics used to combat the emergence of drug-resistant bugs.��However, as the size of genome databases grows, so has the challenge of analyzing them. And with the advent of next-generation sequencers (NGS), this growth has been exponential. “Of the estimated 2,000 DNA sequencers worldwide, they are generating 15 petabytes of genome data every year,” explains Wu Feng, Professor of Computer Science at Virginia Tech. Many life sciences institutions simply do not have access to the computational and storage resources required to work with data sets of this size. In other words, says Feng, “We’re generating data faster than we can analyze it.”�
Provides Significant Cost Savings 
Supports Collaborative Analysis Anytime, Anywhere



Bertrand Lasternas 
Carnegie Mellon University Researcher 

“We see Azure Machine 
Learning and the PI 
System ushering in an 
era of self-service 
predictive analytics for 
the masses. We can 
only imagine the 
possibilities.” 

Presenter
Presentation Notes
Carnegie Mellon University (CMU) uses Microsoft Azure and the PI System™ from Microsoft Global ISV partner OSIsoft to reduce building maintenance and energy costs. Now CMU has added Azure Machine Learning for better fault detection, diagnosis, and more efficient operations. With these capabilities, CMU personnel gain advanced analytics for improved operational insights and decisions. And CMU gains a way to cut energy use by 20 percent. 

CMU Center for Building Performance and Diagnostics studies the operational efficiency of its own buildings as well as those of facilities worldwide.
….. control everything from heating and cooling to lights, ventilation, plug load, and security systems. 
These systems lack the ability to meet challenges such as predicting failures and reducing energy use. The result is expensive system failures and wasted energy.

In 2011, CMU adopted the PI System as its infrastructure to connect sensors, data, and people to deliver real-time insights into facility performance through a real-time dashboard. In 2013, CMU extended the solution with the self-service business intelligence capabilities of Microsoft Power BI for Office 365 and migrated the PI System to a hybrid on-premises/cloud configuration using Microsoft Azure infrastructure as a service (IaaS).

Next, CMU wanted to add real-time predictive analytics so building managers could act proactively, for example, by repairing or replacing worn components before they could fail. 
�Reduces Projected Energy Use by 20 Percent
Based on the experimental results, CMU researchers estimate the solution could cut energy costs by 20 percent. Discussions are underway to implement it campus-wide, where it could save several hundred thousand dollars annually.
“The savings come both from reducing energy use and from being able to shift some energy use to hours of lower demand and cost,” says Bertrand Lasternas, Researcher, Center for Building Performance and Diagnostics, Carnegie Mellon University.
Cuts Setup Time from Weeks to Days
Azure Machine Learning simplified and accelerated the time-consuming process of creating and testing machine learning models. A typically weeks-long process was accomplished in a few days.
“We immediately began using Azure Machine Learning without having to prepare on-premises software; everything’s ready-to-use in the cloud,” says Lasternas. “It’s significantly easier to use than other tools we’ve tried, and it fit seamlessly with the PI System and Microsoft cloud solution we already had.”
The solution also fosters collaboration. “We can easily collaborate by sharing workspaces,” says Yogesh Venkata Gopalan, Graduate Student, Energy Science Technology and Policy, Carnegie Mellon University.
Supports Self-Service Predictive Analytics for “the Masses”
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Ascribe 

“This will reinvent the way 
we work with medical 
records in the future.” 
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Key goal of slide: Use an interesting story to land the idea of that second stage of the data science process – TAKE ACTION & OPERATIONALIZE – in a way that means something to the audience.  Show, without selling products, that MSFT is giving IT a complete data platform that connects data across cloud and devices so they can operationalize.
 
1 yr 500K patient records structured
1 yr 12M case records inc handwritten post it notes unstructured 

Slide talk track:
(NOTE: Make sure you use the intro from the transition slide)
Like John Snow’s story from 1854, this one is also set in the UK, but our story highlights the importance of different technologies being used together in different ways.
Ascribe is a healthcare software vendor in the UK.  They've built is a very innovative solution that helps identify health epidemics or outbreaks.  Their project was commissioned by the UK’s National Health Institute, and what they've been able to do is build a hybrid-cloud solution with built-in BI tools (based on Microsoft SQL Server, Windows Server, Windows Azure HDInsight Service and SharePoint) that combines different data types to help identify outbreaks of infectious diseases and other health threats early on.  
They combine traditional data sources with data sources that weren’t previously tapped – handwritten admittance notes - 12 mil per year – and they put this complete solution into the hands of the everyday user.
So, as an example, in the case of a meningitis outbreak -- a very scary disease – patients will visit a doctor, be diagnosed, and that diagnosis is certain and becomes a case on record in the local medical system. It’s stored in SQL Server, and they know, there's a real case of diagnosed meningitis in a particular hospital or location.
Healthcare data analysts typically work from that kind of data -- collected when patients receive scheduled treatment in clinics and hospitals, but by the time they get that information, it’s usually out-of-date.  The data has been coded and stored in a record-keeping system 500K per year, or it’s been collected from a hospital workflow that doesn’t happen in real time.
So healthcare analysts have old data and are missing the details buried in the handwritten notes taken as people are admitted into medical facilities – listing their symptoms etc.  Ascribe wanted to find a way to make data flow more quickly in near real time, and they wanted to augment clinically-coded data with data harvested from case notes.
CLICK -  So, now, they scan the handwritten notes, push them up to the cloud, and do natural language process on them so they can organize the data.  Then, they bring that data back down into their system and analyze if the symptoms that the health attendant recorded for patients being admitted are consistent with a particular outbreak. With meningitis that’s a stiff neck, chills, etc.  So, they are able to identify issues through the data feed, which previously was inaccessible.
And then, things get interesting when they bring in external data. The solution also factors in social media and brings in various tweets and Facebook posts to see if there is an unusual number of people in an area tweeting about being sick or feeling ill, or particular symptoms.
So they combine structured data that's on-premises or in the hospital with what was unstructured data (handwritten notes) that they process in the cloud, and external social sphere data – and all of it comes together in a dashboard for workers from the National Institute of Health, as well as hospital managers through a Windows 8 device is a very, very powerful example of being able to build solutions that span multiple form factors, from raw data to insight, across a complete platform.  
Insights on health epidemics are now “operationalized” in a way that allows the health system to get ahead of outbreaks and contain them before they spread. Clinicians can jump from an alert on their Windows 8 desktop to a map in SQL Server 2012 Power View that shows the progression of a disease. The ability to analyze millions of records in seconds is quite powerful.  
So now, instead of the 10 days in 1854 It took to take action to stop the outbreak of cholera, today, thanks to Ascribe, they can spot outbreaks in real-time and get ahead of it before it spreads.





•Fever (greater than 38.6°C or 101.5°F) 
•Severe headache 
•Muscle pain 
•Weakness 
•Diarrhea 
•Vomiting 
•Abdominal (stomach) pain 
•Unexplained hemorrhage (bleeding or bruising) 



aydin.gencler@microsoft.com 
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